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ABSTRACT

Advances in genome editing technologies have enabled manipulation of genomes at the single base level. These technologies are based on programmable nucleases (PNs) that include meganucleases, zinc-finger nucleases (ZFNs), transcription activator-like effector nucleases (TALENs) and Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR)/CRISPR-associated 9 (Cas9) nucleases and have given researchers the ability to delete, insert or replace genomic DNA in cells, tissues and whole organisms. The great flexibility in re-designing the genomic target specificity of PNs has vastly expanded the scope of gene editing applications in life science, and shows great promise for development of the next generation gene therapies. PN technologies share the principle of inducing a DNA double-strand break (DSB) at a user-specified site in the genome, followed by cellular repair of the induced DSB. PN-elicited DSBs are mainly repaired by the non-homologous end joining (NHEJ) and the microhomology-mediated end joining (MMEJ) pathways, which can elicit a variety of small insertion or deletion (indel) mutations. If indels are elicited in a protein coding sequence and shift the reading frame, targeted gene knock out (KO) can readily be achieved using either of the available PNs. Despite the ease by which gene inactivation in principle can be achieved, in practice, successful KO is not only determined by the efficiency of NHEJ and MMEJ repair; it also depends on the design and properties of the PN utilized, delivery format chosen, the preferred indel repair outcomes at the targeted site, the chromatin state of the target site and the relative activities of the repair pathways in the edited cells. These variables preclude accurate prediction of the nature and frequency of PN induced indels. A key step of any gene KO experiment therefore becomes the detection, characterization and quantification of the indel(s) induced at the targeted genomic site in cells, tissues or whole organisms. In this survey, we briefly review naturally occurring indels and their detection. Next, we review the methods that have been developed for detection of PN-induced indels. We briefly outline the experimental steps and describe the pros and cons of the various methods to help users decide...
a suitable method for their editing application. We highlight recent advances that enable accurate and sensitive quantification of indel events in cells regardless of their genome complexity, turning a complex pool of different indel events into informative indel profiles. Finally, we review what has been learned about PN-elicited indel formation through the use of the new methods and how this insight is helping to further advance the genome editing field.

INTRODUCTION

Naturally occurring indels

In the study of the size distribution of nucleotide insertions and deletions in genomic DNA from human and rodents by Gu and Li in 1995 (1), the term indel (for insertion and deletion in genomic DNA from human and rodents) was used for the first time. At the time, naturally occurring indels were believed to have arisen through complex combined insertion and deletion events (2,3) and in 2001, the nomenclature for sequence variations described as indel events was defined as: ‘a deletion followed by an insertion after the nucleotides affected’ (4). In more recent general terms, indels are collectively referred to as an insertion, a deletion, or an insertion and a deletion of nucleotides in genomic DNA (5). Most commonly, naturally occurring indels are less than 1 kb in length. Indels larger than 1 kb are referred to as copy number variations, typically have arisen through amplification or duplication events (6) or through deletion events resulting from two distant DSBs followed by fusion of the DNA ends (7). Naturally occurring indels are considered as polymorphisms—a nucleotide sequence that has been added or deleted in individuals, creating a polymorphism at that site. When indels occur in the coding sequence of genes and the inserted and/or deleted base pairs (bp) are divisible by 3, they are described as being ‘in-frame’ and may either retain or disrupt the function of the encoded protein depending on the importance of the deleted amino acid residues for protein structure or function. If the triplet reading code is altered, the indels are termed ‘frameshift’ polymorphisms, which result in a premature stop codon that may abrogate gene function by truncating the protein and/or eliciting degradation of the mRNA via the nonsense-mediated mRNA decay pathway (8–10). A computational report based on DNA re-sequencing traces originally generated for single-nucleotide polymorphism (SNP) discovery, demonstrated that indels are distributed throughout the human genome with an average density of one indel per 7.2 kb of DNA (5). Computational analysis using DNA re-sequencing traces has also determined that indel variations are the second most common form of genetic variation in humans after SNPs, totaling 15–20% of all variations and of these, single-base indels represent approximately one third (5,11). Of note, it is estimated that individuals possess 102–280 frameshifting single-base indels (5,12).

However, accurate identification of indels in genomic studies is not straightforward and is affected by both structural genomic features such as the presence of repeats, short interspersed elements, homopolymers/dimers and the quality of the indel detection methods used. Initial indel identification efforts were based on Sanger re-sequenced data aimed at identifying genetic variation on chromosome 22 (11,13). These and other studies were primarily based on resources from the human genome project. In 2006 and 2007, computational software packages (PolyPhred, PolyScan) were developed for indel detection based on automated Sanger sequencing (14,15). More recent naturally occurring indel detection approaches have been based on next generation sequencing (NGS) platforms for which software packages such as SOAP (16) and MAQ (17) have been developed for variant base discovery. However, the various NGS platforms have different dominant error types with respect to detection of nucleotide substitutions and indels, and comparative analyses have shown limited concordance between the indels that were identified (18). Due to the false negative rates in many NGS-based studies, it is estimated that only 55% of insertions present in European and Yoruban genomes have been detected (19).

In light of the difficulties in discriminating true indels from errors in NGS analysis (20), algorithms such as KAUST, assembly read error correction tool (Karect) and other solutions have been developed to correct nucleotide substitution, insertion and deletion errors from NGS data (18). In spite of this, a common denominator for NGS methodologies is that they are all based on multi-step processes, including the generation of a large set of DNA sequences, data-reads, software-driven mapping of the generated reads to a reference genome, followed by identification of indels by analysis of the mapping results using an indel-calling software. The various steps require the use of a growing number of software programs that for mapping include: BFAST (21), Bowtie2 (22), BWA (23) and SHRIMP (24), and for indel calling: Dindel (25), GATK (26), FreeBayes (27) and SNVer (28). While the softwares are continuously being improved, the technically challenging bioinformatic alignment analysis of the massive amount of NGS data can have a profound effect on indel detection accuracy and in a recent study, indel concordance between three indel-calling pipelines (SOAPindel, SAMTools and GATK) was only 26.8% (29).

Similarly, a low concordance between GATK-UnifiedGenotyper, GATK-HaplotypeCaller and Pindel was found, when re-analysing three sets of human NGS data (targeted exome sequencing (TES), whole exome sequencing (WES), and whole genome sequencing (WGS)), showing variable concordance of indel calls of the three algorithms for the three data sets, being as low as 5.70% for the TES data (30). An often overlooked, but important general concern of NGS, relates to the effects that DNA extraction and other library preparation steps have on downstream sequence integrity (31). In this regard it has been shown that technical mutagenic damage can account for a significant number of erroneous identified variants with low to moderate (1–5%) frequency (32). Taken together, improvements in benchmarking of NGS-based variant discovery methodologies remains an unmet need in the field (33).
Cellular pathways for DNA double-strand break repair

Naturally occurring indels arise through cellular repair of DNA double-strand breaks (DSBs) that may be produced by DNA damaging agents such as UV and ionizing irradiation or metabolic byproducts. Two competing repair pathways underlie the majority of indels: the classical non-homologous end joining (NHEJ) pathway and the alternative non-homologous end joining (alt-NHEJ) pathway, also known as microhomology-mediated end joining (MMEJ).

NHEJ is generally dominant, because it is active in all cell cycle phases, except for mitosis, and once a DSB has occurred, its highly abundant initiating components Ku70–Ku80 rapidly bind the DNA ends and shield them from the actions of the MMEJ pathway (34–37) (Figure 1). Ku70–Ku80 next recruits the essential NHEJ proteins DNA-PKcs and XLF-XRCC4, which in turn recruit DNA ligase IV to ligate the DNA ends. If the DNA ends are not directly ligatable due to incompatible single-stranded overhangs, the ends are processed by the nuclease Artemis or DNA polymerases to enable ligation. As indicated by its name, NHEJ can repair a DSB without the need for homologies at the DNA ends. Often, however, NHEJ exploits small homologies in single-stranded overhangs at the DSB to facilitate repair, but these can be minimal (1–2 nt). NHEJ results in either perfect repair or in small indels of typically a few bp in size.

MMEJ only occurs in S and G2 phases of the cell cycle, because it is initiated by limited end resection at the DSB by the MRN1–RAD50–NBS1 complex after its activation by CtIP, which takes place in these cell cycle phases only (35–37) (Figure 1). This may eliminate Ku70–Ku80-bound ends and thereby prevent NHEJ and it will generate 3′ single-stranded overhangs that may expose microhomologies of 20 nt on either side of the DSB, which can anneal to one another. Subsequently, the flaps will be excised by the ERCC1-XPF endonuclease, DNA polymerase θ will fill in the gaps and finally the strands will be joined by DNA ligases I and III. The MMEJ pathway is thereby inherently mutagenic, yielding deletions that eliminate one copy of the two microhomology stretches and the intervening sequence. MMEJ elicted indels are typically larger than NHEJ indels, yet still relatively small (<30 bp).

If MMEJ does not happen, 5′-to-3′ end resection will proceed, which may expose longer homologies of 20–200 nt that can anneal and lead to larger deletions via the single-strand annealing (SSA) pathway in a fashion similar to MMEJ, except that different proteins mediate the repair (35–37) (Figure 1). SSA is a minor source of indels, one reason being that the chance of a long homology stretch in the vicinity of the DSB is much smaller than that of a microhomology. If yet further resection takes place, the homologous repair (HR) pathway may be harnessed to elicit perfect mending of the DSB, using the sister chromatid as repair template (38) (Figure 1).

The factors that govern repair pathway choice are complex and inter-dependent (35–37,39) and include: (i) the relative activities of the various repair proteins that may be modulated at the expression level, by the cell cycle or by other parameters, (ii) the absence or presence of microhomologies, longer homologies or a sister chromatid for homologous recombination and (iii) the nature of the DSB, i.e. if it is blunt, staggered and with 5′ or 3′ overhangs.

Programmable nucleases—meganucleases, ZFNs, TALENs and CRISPR/Cas9

Currently, the most commonly used PN modalities include meganucleases (40,41), ZFNs (42–46), TALENs (47–49) and CRISPR/Cas9 (50–53) (Figure 2, Panel A). Although any of these PNs allow for specific targeting of genomic loci, the underlying principle for locus binding and induction of double-stranded breaks differs considerably among the modalities. Meganucleases, the first nucleases shown capable of increasing homology-directed repair integration of a double stranded DNA donor (54), are naturally occurring endonucleases, found in a large number of organisms—archaea or archaeabacteria. Meganucleases are represented by two main enzyme families collectively known as homing endonucleases: intron endonucleases and intein endonucleases (55). In nature, meganucleases are encoded and expressed from mobile genetic elements, introns or inteins, and their expression produces a DSB in the complementary intron- or intein-free allele (55). Because the residues for DNA binding and cleavage show great overlap, they are difficult to redirect to user-specified target sites.

The modular programmable ZFNs and TALENs are composed of naturally occurring, but distinct DNA binding modules that in both cases are artificially fused to a bacterial type IIS FOK-I restriction endonuclease domain that, when homodimerized, induces non-specific DNA cleavage. ZFN targeting specificity is mediated through binding of specific amino acids within the individual zinc finger DNA binding domains that contact three to four nucleotides in a sequence specific manner (56). Fusion of 3–5 ZF DNA binding domains generates the ZFN monomer that enables specific targeting of a genomic locus. Complementary binding of 2 ZFN monomers to the sense and antisense strands enables FOK-I dimerization to occur at the target site and elicit a DSB (Figure 2, panel A). For TALENs, DNA binding is mediated through specific amino acids within individual TAL-domains that each contact a single nucleotide within the target sequence (57). Fusion of 12–16 TAL-domains enables specific targeting of a genomic locus and the complementary binding of two TALEN monomers to the sense and antisense strands, similar to ZFNs, induce DSB formation to occur as a consequence of FOK-I dimerization at the target site (Figure 2, panel A). The DSBs formed by meganucleases, ZFNs and TALENs all possess single-stranded overhangs or ‘sticky ends’ (58,59) (Figure 2, panel A). Of note, meganuclease, ZFN and TALEN targeting is mediated through protein-DNA binding and therefore, user-specification of the targeting specificity requires protein engineering. This makes the engineering of meganuclease, ZFN and TALEN specificity time- and resource-intensive and requires great insight into the rules that determine DNA binding of these nucleases (60–63). These limitations have been largely overcome with the development of the CRISPR/Cas9 system (50,52–53,64). This PN is derived from an adaptive immune system of bacteria and archaea (65,66). The targeting specificity and nuclease activity of Cas9 nuclease is determined by the CRISPR RNA
Figure 1. Cellular pathways for DNA double-strand break repair. Schematic representation of the four major pathways for repair of DNA double-strand breaks: NHEJ (non-homologous end joining), MMEJ (microhomology-mediated end joining), SSA (single-strand annealing) and HR (homologous recombination). Major repair proteins are shown with a focus on mammals. The figure illustrates that the repair pathways are competing. Repair pathway choice is governed by factors that include (i) the relative activities of the various repair proteins (modulated by expression level, the cell cycle etc), (ii) the absence or presence of microhomologies (red sticks) or longer homologies (blue bar) in the vicinity of the DSB and the availability of sister chromatid for homologous repair and (iii) the nature of the DSB (blunt, staggered, 5′ or 3′ overhang). DNA flaps produced and excised during MMEJ and SSA are shown in green. The major repair outcomes of the four pathways with approximate sizes of indels are indicated.

Programmable nuclease-induced indels

PN-elicited indel formation is a complex process, where both the initial DSB and the subsequent repair events are difficult to predict. With respect to the latter, PN-induced DSBs are repaired by the same four major cellular repair pathways used by naturally occurring DSBs. Recent studies, including large scale analyses of indels elicited by thousands of SpCas9:gRNAs have provided a wealth of new insight into PN-elicited DSB repair, which will be reviewed in detail in the Discussion. Very briefly, PN-elicited indel formation is guided by several factors that include: (i) the PNs used and their different abilities to induce blunt-ended or staggered DSBs (70–73). The sequence flanking the PN cut site that may have microhomologies or other features, which can promote discrete indel size and frequency outcomes (73–79), (iii) the chromatin structure at the target site (80–82) and (iv) the activities of the individual repair pathways in the cells edited, which vary with cell type, may be perturbed by mutation in cancer cells and are affected by the proliferation state of the cells (cycling versus quiescent). The latter may itself be modulated by editing, since PN-elicited DSBs can induce growth arrest depending on the p53 status of the cells (83). Furthermore, if a PN-induced DSB becomes perfectly repaired by HR or error-free NHEJ and the PN is still present in the cell, the PN may cut again because its target site is preserved, and one or more of such cycles may happen until indel forming repair has occurred and disrupted the
target site. This will bias PN-elicited repair towards error-prone NHEJ and MMEJ repair, in agreement with the findings that indel formation via NHEJ and MMEJ seems to be the predominant outcome after PN-induced DSBs, as reviewed in the Discussion section. Approximately 90–95% of indels elicited by most classes of PNs are deletions <30 bp or small insertions of 1 to a few bp in size (73–76,79,84). While some progress has been made with respect to predicting indel editing outcomes, the spectrum and frequency of indels elicited by a given PN can still not be predicted in the majority of editing applications. Furthermore, it has been shown that PN-elicited DSBs can induce targeted rearrangements and chromosome elimination (85–87) and recently it has been shown they also result in unintended very large deletions, insertions or chromosomal rearrangements, sometimes at frequencies up to 10% depending on editing context, by mechanisms that are largely unclear (88–92).

The factors that affect the cutting efficiency of PNs are even less clear. Specific sequence features at the target site can either promote or disfavor this process and nucleosomes may impede access of the PN to DNA. However, despite advances in incorporating this knowledge into design algorithms, the Cas9:gRNA cutting efficiency, for instance, still varies considerably between algorithm-based gRNA designs and in many cases, designs are inactive (77–78,93).

Since most KO applications require that both the efficiency and nature of indel editing is accurately determined, the need for cost-efficient, sensitive and accurate indel profiling methods remains. Furthermore, the prominent 1-bp insertion feature of some gRNA designs possesses...
gates in gene re-framing applications, as recently demonstrated for restoration of dystrophin expression in a Duchenne muscular dystrophy preclinical model (94) and therefore, indel profiling methods become relevant for both KO and gene re-framing applications. Finally, for knockin applications, indel detection and quantification methods are essential for the initial steps of identifying a highly active PN for the genomic site to be edited.

This review intends to survey and guide the reader through the available methods for accurate and sensitive detection of PN-induced indels. We briefly outline the procedure and discuss the practical advantages and problems related to the use of each of these methods. Examples will be given for indel detection methodologies applicable to low as well as high-throughput gene editing workflows and identification of ex vivo and in vivo gene editing in cells, whole organs and organisms with high genome complexity.

**Classic indel detection methodologies**

Several mutation-screening methodologies have in the past decades been developed in the field of human genetics and hereditary disease. These include denaturing high-performance liquid chromatography (DHPLC) (95,96), single stranded conformational polymorphism (SSCP) (97), denaturing gradient gel electrophoresis (DGGE) (98) and High Resolution Melt Analysis (HRMA) of fluorescently stained PCR products. The methods are all cost-effective and robust. However, they are not well suited for evaluation of genome editing outcomes, as they fall short regarding one or more important parameters, such as not providing information on the nature of indels, poor performance for low-frequency indels or laborious assay optimization.

**Indel detection methods for genome editing**

During recent years, several methods have been developed or adapted to serve the specific needs for indel detection in the genome editing field. Generally, PNs induce small indels and, in the case of CRISPR/Cas9, often single-base insertions as the predominant indel that must be reliably detected (73,75,77). Furthermore, single-base resolution is essential to determine if the indels cause frameshifts or re-framing and finally the methods should be simple, cost-efficient and adaptable to the many diverse applications of genome editing. These needs impose demanding requirements to the ‘ideal’ indel detection methodology. A comprehensive overview of the available indel detection methods is provided in Table 1 and the most commonly used methods for genome editing indel detection are shown in Figure 3.

In the following, we review features of the most widely used indel detection methods. Nearly all of the methods are based on genomic amplification of the PN target site by PCR, using primers located on either side of the PN cut site. Thereafter, the PCR product (hereafter designated as amplicon) is subjected to further analysis, which differs between the various methods surveyed. The shared principle of PCR amplicon analysis confers a number of common features to the methods. They are all very sensitive with respect to the genomic input required for analysis: in principle, 10 cells are sufficient input to characterize indel mutagenesis in an edited diploid, clonal cell line, where only two alleles are analysed. However, for comprehensive indel profiling with accurate quantification of several lower-to-medium frequency (5–25%) indels in a population of edited cells after ~50% PN delivery, the number of cells typically needed as input will be at least 500 (or 3 ng genomic DNA, when assuming a DNA content of 6 pg per diploid cell). Furthermore, a 0.1% frequency indel, the lower limit of the most sensitive indel detection methods, will maximally be represented once in a pool of 500 diploid cells (=1000 template chromosomes) and therefore requires several thousand cells as input for reliable detection. As another convenient feature of the PCR-based indel detection methods, the input can be crude extracts of cells lysed in appropriate buffers for extraction of genomic DNA; i.e. there is no need for purified genomic DNA as template for the PCR in most of the methods. When applied to complex genomes, the performance of the methods can vary across target sites, and depending on genome and locus complexity, this impacts on the specificity and fidelity of the amplification reaction and on downstream ampiclon analysis. All of the PCR based methods, except qEva-CRISPR, will fail to detect deletions that extend to the primer binding sites, as for instance, the recently reported large deletions and complex rearrangements sometimes elicited by CRISPR/Cas9. Often, however, this may not pose a problem, given that 90–95% of PN-elicited indels are <30 bp in size (73–76,79).

**Restriction fragment length polymorphism (RFLP) analysis**

RFLP assay (99), also known as Cleaved Amplified Polymorphic Sequences (CAPS) (100), was one of the first methods to be used to monitor the efficacy of PNs (46,101–102). The approach is based on the fact that the position of the PN-induced DSB is known and if placed in close proximity or ‘on top’ of a restriction endonuclease cut site, allows for identification of restriction resistant ampiclons due to indel-induced destruction of the restriction site. In the first step, two PCRs amplify the PN target site of the edited sample and an unedited control sample, respectively. Next, ampiclons are incubated with the appropriate restriction endonuclease and the digested ampiclons are analyzed by simple agarose gel electrophoresis followed by quantification of digested ampiclons (representing the wild-type allele) versus non-digested ampiclons (representing the mutant allele) by free image software such as ImageJ (https://imagej.nih.gov/ij/). The decrease in restriction endonuclease digested ampiclons in the edited sample provides an estimate of the indel frequency. Complete cutting of the ampiclons from the unedited control sample serves as a control for proper activity of the restriction endonuclease.

These assays are straightforward and easy to perform. If the assay design allows for a PN and a restriction endonuclease site overlap, this assay is suitable for estimating indel formation in cell pools with a detection sensitivity in the range of 2% (103). It is also well suited for screening clonal cell lines to identify indel mutagenesis on one or both alleles. RFLP has shown its major usefulness in monitoring of HDR-mediated knockin of donor constructs possessing a
# Table 1. Indel detection methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Principle for detection</th>
<th>Indel resolution/Sensitivity</th>
<th>Cost pr. sample</th>
<th>Labor intensity</th>
<th>High throughput amenability&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Sequence of indel provided</th>
<th>Indel quantification/indel sizes detected</th>
<th>Can analyse Dual gRNA/knockin&lt;sup&gt;c&lt;/sup&gt;</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>DHPLC</td>
<td>Denaturing high-performance liquid chromatography</td>
<td>1 bp/10–20%</td>
<td>Low</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/Yes</td>
<td>(95)</td>
</tr>
<tr>
<td>SSCP</td>
<td>Single stranded conformational polymorphism</td>
<td>2 bp/ not determined</td>
<td>Low</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/Yes</td>
<td>(97)</td>
</tr>
<tr>
<td>DGGE</td>
<td>Denaturing gradient gel electrophoresis</td>
<td>1 bp/ not determined</td>
<td>Low</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/Yes</td>
<td>(98)</td>
</tr>
<tr>
<td>HRMA</td>
<td>High resolution melt analysis</td>
<td>1 bp/1.4%</td>
<td>Low</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/Yes</td>
<td>(165)</td>
</tr>
<tr>
<td>ddPCR</td>
<td>Mechanically emulsified droplet probe-based quantitative PCR</td>
<td>Probe dependent/0.2%</td>
<td>Medium</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/No</td>
<td>(119)</td>
</tr>
<tr>
<td>qEva-CRISPR</td>
<td>Multiplex ligation-based probe amplification of ligated, hybridized, half-probes</td>
<td>Probe dependent/5%</td>
<td>Medium</td>
<td>Medium</td>
<td>No</td>
<td>No</td>
<td>Medium&lt;sup&gt;a&lt;/sup&gt;/not revealed</td>
<td>Yes/No</td>
<td>(117,118)</td>
</tr>
<tr>
<td>RFLP</td>
<td>Restriction fragment length polymorphism of a diagnostic restriction site</td>
<td>Not revealed/2–5%</td>
<td>Low</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/Yes</td>
<td>(99)</td>
</tr>
<tr>
<td>EMC</td>
<td>Enzyme mismatch cleavage of heteroduplex amplicons</td>
<td>&gt;2–5 bp/2–5%</td>
<td>Low</td>
<td>Medium</td>
<td>No</td>
<td>No</td>
<td>Limited/not revealed</td>
<td>Yes/No</td>
<td>(106,107)</td>
</tr>
<tr>
<td>Sanger Topo</td>
<td>Sanger sequencing of single colony Topo cloned amplicons</td>
<td>1 bp/1%</td>
<td>High</td>
<td>High</td>
<td>No</td>
<td>Yes</td>
<td>High/1–1000 bp</td>
<td>Yes/Yes</td>
<td>(115)</td>
</tr>
<tr>
<td>TIDE</td>
<td>Sanger sequence trace decomposition</td>
<td>1 bp/1–5%</td>
<td>Low</td>
<td>Low</td>
<td>No</td>
<td>No</td>
<td>High/1–50</td>
<td>No/Yes</td>
<td>(120)</td>
</tr>
<tr>
<td>ICE</td>
<td>Sanger sequence trace decomposition</td>
<td>1 bp/1–5%</td>
<td>Low</td>
<td>Low</td>
<td>Yes</td>
<td>Yes</td>
<td>High/1–30 bp</td>
<td>Yes/Yes</td>
<td>(122)</td>
</tr>
<tr>
<td>NGS</td>
<td>Massive parallel sequencing of target specific amplicons</td>
<td>1 bp/0.1%</td>
<td>High</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>High/1–200 bp</td>
<td>Yes/Yes</td>
<td>(73,124)</td>
</tr>
<tr>
<td>IDAA</td>
<td>Capillary electrophoretic fragment analysis of tri-primer PCR labelled amplicons</td>
<td>1 bp/0.1%</td>
<td>Low</td>
<td>Low</td>
<td>Yes</td>
<td>No</td>
<td>High/1–1000 bp</td>
<td>Yes/Yes</td>
<td>(115,140)</td>
</tr>
<tr>
<td>PacBio</td>
<td>SMRTbell replication</td>
<td>Large indels/variable</td>
<td>High</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>High/large indels</td>
<td>Yes/Yes</td>
<td>(129)</td>
</tr>
<tr>
<td>Nano-pore</td>
<td>Nanopore ssDNA sequencing</td>
<td>Large indels/variable</td>
<td>Low</td>
<td>High</td>
<td>Yes</td>
<td>Yes</td>
<td>High/large indels &gt;100 bp</td>
<td>Yes/Yes</td>
<td>(130)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Detection/quantification require that indel-detecting probe is affected by the indel.

<sup>b</sup>Defined as batch upload of 96 samples or more.

<sup>c</sup>Knockin is here defined as ssODN donor-specified nucleotide insertions.
diagnostic restriction endonuclease site (104), which however, is beyond the scope of this review. As the major drawback, the assay does not provide information on the nature of the indel editing events, e.g. if the indels cause frameshifting and functional KO has been achieved. Thus, the RFLP assay may be used as an initial screening method to identify edited clonal cell lines that have been edited, followed by Sanger sequencing analysis to determine, which of the clones have frameshifting indels. Furthermore, the assay depends on the presence of a diagnostic restriction endonuclease site at or near the cut site that is destroyed by the indel(s), which is not always the case. To circumvent this problem, a recombinant version of the relevant PN may be used as the restriction endonuclease, as elegantly demonstrated with Cas9:gRNA (105). Due to the simplicity of the assay, cost effectiveness and low-tech instrumentation requirements, RFLP assays are still commonly used for determining indel and knock-in outcomes in genome editing experiments.

Enzyme mismatch cleavage (EMC) assay

The EMC assay is another first-generation but still widely-used genome editing indel detection method (106). EMC assays are based on selective endonuclease recognition and cleavage of heteroduplex DNA, but not homoduplex DNA (107), formed after reannealing of heterogeneous amplicons possessing different nucleotide variations, such as indels. The method is comprised of four steps: (i) PCR amplification of the PN target site of the edited sample, (ii) denaturation and reannealing of the PCR products to allow formation of heteroduplex amplicons generating single-stranded DNA ‘bubbles’ at the mismatch position, (iii) selective cleavage of heteroduplexes by a mismatch-sensitive, single-stranded DNA specific endonuclease and (iv) detection of the cleavage event. Detection can be achieved by low-cost, size discriminatory electrophoresis in agarose gels or by capillary electrophoresis (108). Quantification of digested amplicons (representing the mutant allele) versus non-digested amplicons (representing the wild-type allele) by free im-
age software such as ImageJ (https://imagej.nih.gov/ij/) can provide an estimate of the indel mutation frequency. As part of the assay set up, it must first be tested on an unedited sample that the primers used do not amplify a naturally occurring SNP, which would also lead to the formation of heteroduplexes and a false-positive signal. For the digestion any of the commercially available single-stranded DNA mismatch-sensitive endonucleases can be used, including plant derived CEL-1 and CEL-II (Surveyor®) endonuclease (109–111), bacteriophage derived T7 endonuclease-I (107), T4 endonuclease VII (T4E7) (112) or bacterial endonuclease V (EndoV) (113). EMC assays based on agarose gel electrophoresis are easy to perform, are low cost and depending on the endonuclease used, have a detection sensitivity of 2–3% (111) that can be increased to 0.5% using PAGE-analysis (114). With regard to CRISPR/Cas9-based genome editing, which often generates 1-bp indels, a common issue relates to the inferior ability of some of the endonucleases used for EMC to elicit cleavage at single-base loops and thus, incapable of detecting the presence of single-base indel events (111,115–116). Furthermore, EMC assays are inherently unsuitable for quantitation of high-level editing of low complexity (e.g. a specific indel of 80% frequency), since a high fraction of the mutant amplicons will reanneal to form a high fraction of endonuclease-resistant homoduplexes (111,116). The latter two scenarios often result in severe underestimation of EMC-based editing efficiencies (116). Similar to RFLP, EMC assays do not provide information of the nature of indel editing events. Despite these limitations, the simplicity, low cost and simple instrumentation requirements based on agarose gel electrophoresis have made EMC a commonly used assay for determining indel outcomes in PN targeting experiments.

qEva-CRISPR

Quantitative Evaluation of CRISPR/Cas9-mediated editing (qEva-CRISPR) (117) is a modified form of the multiplex ligation-based probe amplification (MLPA) assay developed to detect and quantify total PN-induced indel events (118). In this method, two oligonucleotide half-probes are designed to anneal head-to-tail with the adjoining ends on top of the PN cut site. Next, the probes are incubated with genomic DNA from an edited sample as well as an unedited control sample and the samples are subjected to a ligation reaction followed by PCR using fluorescent primers specific for either half-probe. Half-probes annealed to wild-type alleles can be ligated together, and therefore PCR amplified, whereas half-probes annealed to indel-containing alleles cannot be ligated, and consequently not PCR amplified. Finally, the amount of amplicons, which is proportional to the amount of wild-type alleles present in the samples, is quantitated by capillary electrophoresis that may be performed by service providers. The extent of indel mutagenesis in the edited sample can thereby be determined by quantifying the loss of amplicon signal in the edited sample relative to the amplicon signal in the unedited control sample.

qEva-CRISPR is simple and easy to perform and only requires standard laboratory equipment, if capillary electrophoretic analysis is outsourced. The method allows for detection of indel mutagenesis in edited clones. Furthermore, it allows for detection of indel mutagenesis in edited pools of cells, with a sensitivity down to 5% frequencies. Single-nucleotide indels can be detected and, unlike the rest of the PCR-based methods, there is no upper size limit for indels that can be detected. Simultaneous (multiplex) analysis of several PN target sites is possible by using several, different probes for each of the sites in the reaction. As the major limitation, qEva-CRISPR does not provide any information on the nature of the PN-elicited indels. Furthermore, the method is relatively hands-on demanding and starting costs for probe generation are relatively high.

Digital PCR

Digital PCR, such as digital droplet PCR (ddPCR), provides an accurate and highly sensitive solution for the assessment of total gene editing frequencies (119). The principle of ddPCR is based on mechanically emulsifying (dividing) a PCR solution into thousands of single-droplet reactions. Adaptation of ddPCR for genome editing analysis requires the design of two differently fluorophore-labeled TaqMan oligonucleotide probes detecting the amplicon derived from the PN target site: one probe specific for sequence not affected by indel mutagenesis and a second probe specific for sequence spanning the PN cut site, whereby the binding of the probe will be eliminated by an indel. The fluorescence signal of the TaqMan probes bound to the amplicon is measured upon completion of the PCR reaction (end-point analysis) using a device similar to a flow cytometer, such as Bio-Rad Laboratories QX200 or similar instruments. Hereby, double-positive versus single-positive fluorescence signal in each individual PCR droplet is determined, which is counted as wild-type allele and mutant allele, respectively, enabling accurate and very sensitive quantification of indel events down to 0.2% frequencies (119). However, the method will only detect indels that eliminate the binding site of the indel-sensitive probe and thus, is best used, when the editing outcome(s) has already been defined and the probe designed accordingly. Furthermore, the method provides no information of the nature of the indel outcomes detected.

Amplicon cloning and Sanger sequencing

Specific indel detection methods have been developed based on Sanger sequencing of amplicons derived from the genomic target site (Figure 4). Depending on the application, three different Sanger sequencing-based approaches can be undertaken; (i) amplicon cloning and sequencing, (ii) direct amplicon sequencing or (iii) direct amplicon sequencing followed by sequence trace decomposition, described in the following section. The first approach may be used for indel profiling in cell pools or in samples with high indel complexity. It involves cloning of locus-derived amplicons into plasmids that are transformed into bacteria followed by agar plate spreading, clone picking, plasmid preparation, sequencing of individual clones and sequence alignment with wild-type amplicon for indel identification (115). For analysis of samples with high indel complexity or low indel representation, the sensitivity and ac-
Figure 4. Schematic outline of indel profiling workflows of Sanger sequence decomposition (TIDE/ICE), NGS and IDAA and sample-to-data time required. At the top, examples of genome editing applications, where these indel detection methods have been used. The primary outcome is a DNA double-strand break (DSB) followed by NHEJ/MMEJ-mediated indel formation induced by PNs. The targeted region is amplified by standard PCR or fluorophore tri-primer PCR. At bottom panels, amplicons can be gel purified, followed by analysis by Sanger sequence deconvolution using TIDE/ICE software or by NGS. Alternatively, tri-primer, fluorophore-labelled amplicons can be directly subjected to IDAA by capillary electrophoretic fragment analysis, followed by indel analysis. Cas9 targeting of human ST6GALNAC1 promoter illustrates an IDAA profile generated by ProfileIT software with typical size distribution and frequencies of WT, out-of-frame and in-frame amplicons (indels) represented by peaks colour-coded in yellow, blue and white, respectively.

Accuracy of this procedure will directly depend on the number of clones sequenced, which may need to be rather high. For instance, to detect and quantify indels with frequencies of 10% and 1%, ≥30 and ≥300 clones would have to be analyzed, respectively. The second approach can be used for low-complexity indel analysis such as analysis of edited diploid clonal cell lines, where indels may be present on one or two alleles, giving rise to no more than two Sanger sequence traces. The locus derived amplicons are purified and sequenced directly and indels are identified by manual inspection of the composite sequence trace that is derived from the individual traces of the two different alleles present in the sample. Both Sanger sequencing procedures are simple and straightforward but require special instrumentation for Sanger sequencing. This task nowadays is outsourced to vendors specialized in Sanger sequencing services. The simplicity of both approaches makes them an accessible way of indel identification, and the methods provide the nature (sequence) of the indels. However, the methods are laborious, time-consuming and not suitable for high throughput analysis.

Sanger sequencing and TIDE or ICE

An alternative to Sanger sequencing of individually cloned amplicons is direct Sanger sequencing of amplicons derived from the edited cells followed by deconvolution of the composite sequence traces by appropriate software to determine
the size and frequency of indels. Specifically, the analysis requires two PCRs that amplify the PN target site of the edited sample and an unedited control sample (wild type). The amplicons are thereafter purified, quantitated and subjected to standard capillary electrophoresis Sanger sequencing using one of the PCR primers, which typically is outsourced to service providers. Finally, the sequencing data file and the gRNA sequence are uploaded to the software, which compares the wild-type control trace to the mixture of traces that are derived from any mutant and wild-type sequences present in the edited sample and computes indel sizes and frequencies.

Tracking of Indels by DEcomposition (TIDE) was the first such software, developed to analyze indels induced by various CRISPR/Cas9 orthologs (120). TIDE is provided as a free web service for academic institutions (https://tide.deskgen.com/) and has now been widely adopted in the field. Uploading of the required sequencing data files is easy and the output of TIDE is a comprehensive and easy-to-interpret profile of indels in the edited sample. Thus, indels are represented in a bar graph showing the size and frequency of the individual indels. A list of frequency and P-value for the individual indels and the total percentage of indel alleles in the edited sample are provided. The default range for indels analyzed is −10 bp to +10 bp, but the range can be manually increased from −50 bp to +50 bp. The TIDE variant TIDER was developed to also analyze knockin editing (121), which, however, is beyond the scope of this review. Recently, a very similar software, Inference of CRISPR Edits (ICE) was reported that is also freely available and user friendly (https://ice.synthego.com) (122). ICE builds on the method of Sanger sequence trace decomposi- tion developed for TIDE but includes several additional features: in addition to a bar graph representation of the indel profile, the output also displays the sequence traces of the edited and the control sample to aid quality checking or interpretation of the edits. The output furthermore includes a list of the nucleotide sequences of the indels, although nucleotide insertions are represented by ‘N’. Manual inspection of the sequence traces, however, may reveal the identity of the insertion(s). The range for indels analyzed is −30 bp to +14 bp. Furthermore, ICE can determine the complex outcome of editing using up to three gRNAs that target distinct genomic sites contained within the amplicon sequence. In this application, indels of 100–150 bp or more can be analyzed, depending on sequence quality. ICE calculates the total percentage of indel alleles, as well as the total percentage of knockout alleles (with indels that are frameshifting or >21 bp in size) in the edited sample. The latter calculation should be used with caution, as it does not take into consideration if the indels extend into an intron, thereby deleting a splice site, which may affect expression of the targeted gene in more complex ways. Finally, batch upload of multiple sequencing files is supported and ICE can also analyze knockin editing events.

Recent comparative studies showed that TIDE/ICE and targeted NGS assays provide very similar editing profiles for pools of cells with respect to size and frequency of indels (116,122). Thus, TIDE and ICE can provide quantitative determination of indels in complex editing spectra with single-base discrimination. The methods are very robust, yielding near-identical editing profiles in replicate experiments and the indel detection sensitivity is 2–4% (120,122). TIDE and ICE can only analyse indels elicited by Cas9. The sensitivity and accuracy of TIDE and ICE depend on high-quality Sanger sequences for the control and edited samples. For this reason, amplicons must be column purified to remove PCR reagents or agarose gel purified if unspecific PCR products are present. Furthermore, as the quality of Sanger sequencing traces deteriorates with length, determination of large indels can be less accurate. The ease, accessibility, reproducibility, accuracy and low cost make TIDE and ICE preferred methods for indel profiling of edited pools and clones of cells.

Next-generation sequencing (NGS)

Targeted NGS (amplicon deep sequencing) has recently been widely adopted as one of the preferred methods for indel profiling in the genome editing field (Figures 3 and 4), as it represents the gold standard with respect to the amount of information, accuracy and sensitivity provided in a single analysis. All NGS strategies are based on massive parallel sequencing of hundreds of thousands of amplicons derived from the PN target site, followed by bioinformatics analyses to determine the distribution of indel sizes and frequencies. Whereas the other indel detection methods reviewed here are relatively mature, NGS methods constantly evolve and the exact procedures also vary among manufacturers. However, the most commonly used procedure for amplicon NGS involves an initial amplification of the PN target site with primers containing common overhangs that form binding sites for the primers of a re-amplification step. The latter primer pairs contain overhangs with specific index sequence, which allows barcoding of amplicons derived from a given PN target site. In addition, these primers contain adaptors for the sequencing reaction. After the second PCR, amplicons derived from individual PN target sites are purified, quantified, pooled at equal ratios and finally, the amplicon pool is prepared for the sequencing. The indexing typically allows sequencing of up to 96 samples in one run. While the procedure is thus quite high-throughput, this number of samples requires an entire day of ‘hands-on’ work. Amplicon NGS is often performed as sequencing-by-synthesis on a MiSeq instrument (Illumina) that may run overnight. Other chemistries and sequencing platforms include Ion semiconductor sequencing (Ion Torrent/ThermoFisher), Combinatorial probe anchor synthesis (cPAS-BGI/MGI), Sequencing by Oligonucleotide Ligation and Detection (SOLiD/ABI-ThermoFisher). Often, amplicon NGS is outsourced to vendors operating in the field such as Beijing Genomics Institute, Genewiz or Eurofins that only require a PCR sample of the PN target site amplified using standard primers (see Table 2 for listing and information).

Amplicon NGS data can be analysed by the free and user-friendly software CRISPReSSO2 (http://crispresso.pinellolab.partners.org/) that displays the indel spectrum as bar graphs and other outputs, which collectively provide complete information on indel sizes, frequencies and the actual sequence of the indels in the sample (123). In addition, several alternative on-
line software resources have been developed for genome editing induced indel detection by NGS (124), including CRISPR-DAV (https://github.com/pinetree1/crispr-dav), CRISPR Genome Analyzer (http://54.80.152.219/), CRISP-R (https://bioconductor.org/packages/release/bioc/html/CrispRVariants.html) and Amplican (https://bioconductor.org/packages/release/bioc/html/amplican.html). The recently developed Rational InDel Meta-Analysis (RIMA) software is a particularly useful tool for the analysis of PN-elicited indels with respect to the role of microhomologies in determining indel outcomes, the impact of small molecule compounds on repair outcomes and for elucidation of the role of specific genes in repair mechanisms (73).

The output of NGS is the most comprehensive indel profiling currently achievable. Due to the large number of sequences (called reads) obtained from each PN target site (typically 10 000–100 000), indel frequencies can be quantitated with high accuracy and sensitivity that can be down to 0.1%. To take advantage of the high accuracy and sensitivity, however, the number of PN manipulated cells used as input/template for target amplification in the PCR must be high, otherwise the data will represent sequencing of the PN target site at futile, high coverage. Frequently, 100 ng genomic DNA is used as PCR template, which corresponds to ∼17,000 diploid cells.

While the workflow for standard indel profiling by amplicon NGS is simple, demanding applications such as for example whole-genome off-target indel analysis requires much more complicated NGS procedures and trained bioinformaticians support for processing of the raw sequencing data. The previously mentioned issues relating to the dominant NGS error types in detection of naturally occurring indels and the effects that DNA extraction and other library preparation steps have on downstream sequence integrity also apply to genome editing related indel detection by NGS. What the genome editing field in this respect is awaiting, are ways of standardization and ‘best practices’ of the various NGS platforms, their differing chemistries and downstream data processing procedures. Amplicon NGS approaches are often based on amplicons up to 500 bp and the maximum sizes of deletions and insertions that can be detected are ∼450 and 50 bp, respectively. The preparation and sequencing costs for an individual sample is relatively high, unless some 50 or more samples are analysed by multiplex NGS.

Amplicon NGS is primarily used in applications, where indel sensitivity, accuracy or sequence is of special importance. Furthermore, direct evaluation of the full spectra of repair outcomes in millions of amplicons from hundreds of PN target sites through NGS can provide important insight into indel repair mechanisms, as exemplified in the Discussion section. However, the time, labor and cost constraints associated with NGS analysis limit widespread adoption of this method for most editing applications. Thus, for standard editing tasks such as gRNA testing, indel profiling of cell pools or clonal analysis of a few or even hundreds of cell clones, analyses like TIDE/ICE or IDAA can provide the needed information, conveniently and at low cost.

### Emerging single-molecule sequencing technologies (third-generation sequencing)

Recent reports have demonstrated relatively high incidences of very large insertions/deletions and chromosomal rearrangements after PN on-target editing that cannot be detected by amplicon NGS (88–90). These NGS short comings have largely been overcome by single-molecule sequencing technologies (so called ‘third-generation sequencing’) that are not based on breakdown of DNA into short fragments or amplification of DNA, but on direct sequencing of single DNA molecules (125). Current third-generation sequencing platforms enable generation of > 100 kb sequence read-lengths (126–128). The longer read lengths enable assessment of large DNA insertions and deletions and structural rearrangements induced by gene editing. These emerging third-generation single-molecule sequencing technologies are primarily based on two differing
methodologies, single-molecule real-time (SMRT) sequencing by PacBio (Pacific Biosciences) (129) and nanopore sequencing (Oxford Nanopore Technologies (ONT)) (130).

The PacBio SMRT principle is based on single-stranded circular DNA sequencing of a double-stranded DNA molecule ligated with hairpin adaptors. This template is designated a SMRTbell. SMRTbell sequencing takes place in a zero-mode waveguide (ZMW) detection well loaded with a single immobilized DNA polymerase and is initiated when the SMRTbell adaptor hairpin starts replication (129). The ZMW well, wherein the replication process takes place, enables detection of light emitted from the single fluorescently labelled bases that are continuously being incorporated during DNA strand synthesis, so called continuous long read (CLR). The circular nature of the SMRTbell allows for sequencing of the template many times, which increases polymerase processivity and strongly improves overall accuracy. With the recent PacBio RS II system average read lengths over 20 kb and up to 60 kb can be achieved (https://www.pacb.com/applications/targeted-sequencing/). However, the PacBio hardware and running costs have prevented it from being applied more broadly in the scientific community.

The concept of using membrane attached nanopore single-stranded DNA (ssDNA) sequencing originated in the 1980’s (131,132), but it was not until 2014 before nanopore sequencing became commercially available through ONT. The Nanopore flow cell is made of an electrical resistant membrane with a tiny pore with a diameter of one nanometer (hence the name). The pore enables measurement of the ionic current fluctuations, when single-stranded DNA passes through a biological nanopore. Since nucleotides differ in size, the size of the pore opening will be different for each base and therefore, each nucleotide will result in a unique electrical signature that is detected. Thus, Oxford Nanopore sequencers measure the ionic current fluctuations, when single-stranded DNA is electrophoretically fed and passes through into a matrix-embedded biological nanopore. Nanopore sequencing is not limited in read length, but merely the length of the ssDNA molecule to be sequenced, and extremely long reads of 1 Mb (127) and more than 2 Mb (133) have been reported. ONT offers a cost-effective iPod size MinION miniature size sequencer, which makes it very portable and independent from established sequencing infrastructure.

Although superior read lengths can be achieved with either platform, a current limitation of both methodologies relate to read accuracy that in both cases tend to be in the range of 85–99% (126,134). However, with continuous improvements of both technologies and enhanced development of software tools for base calling and error correction (128,135–136) the beginning of the third revolution in sequencing technology shows promise in shedding light on the frequencies and mechanisms by which the recently reported large deletions, insertions and chromosomal rearrangements occur after gene editing.

Indel detection by amplicon analysis (IDAA)

Fast, accurate and cost-efficient indel detection with down to single-base discrimination power can also be provided by Indel Detection by Amplicon Analysis (IDAA) (115) (Figure 4). In contrast to amplicon labelling strategies based on target-specific fluorophore-labeled primers (137–139), the IDAA principle is based on the use of a universal fluorophore-labelled primer that by tri-primer PCR enables homogenous labelling of amplicons derived from a given PN genomic target site. Following capillary electrophoresis, the amplicon fragments are detected and quantified as peaks that are called based on size and fluorescence intensity (Figure 4). Specifically, the analysis requires two tri-primer PCRs that amplify the PN target site of the edited sample and an unedited control sample (wild type). Thereafter, amplicons are directly subjected to standard capillary electrophoresis, which typically is outsourced to service providers (Table 2). Finally, the electrophoretic data files can be analysed using GeneMapper™, the free but less sophisticated Peak Scanner (https://www.thermofisher.com) (see (140) for additional links and instructions) or by the user-friendly software ProfileIt™ (https://viking.sdu.dk/pages/software/profileit/). In the latter case, the output is a comprehensive and easy-to-interpret profile of indel alleles in the edited sample from which total and out-of-frame indel efficiencies can be quantified (141). Specifically, each indel is represented by a fragment peak for which size and fluorescence signal reveals indel size and frequency, respectively. The range of indels that can be analysed by IDAA is large as every indel located between the primer target sites will be detected, that can range from 1 to 400 bp and 1 bp to 1 kb for deletions and insertions, respectively. IDAA can determine the complex outcome of editing using two gRNAs that target distinct genomic sites covered by the amplicon sequence. Since IDAA is based solely on fragment analysis, it can analyse editing outcomes in very complex polyploid/multi-allelic genomes, where the complexity would preclude sequencing-based indel analysis. Recent comparative analyses showed that IDAA, targeted NGS and digital droplet PCR assays provide very similar editing profiles for pools of cells with respect to size and frequency of indels (116,140,142). Thus, IDAA can provide quantitative determination of indels in complex editing profiles with single-base discrimination. Because the background signal levels are low in fragment analysis, IDAA is very sensitive, showing indel detection sensitivity down to 0.1%, i.e. similar to NGS (140). Furthermore, IDAA is very robust, generating near-identical profiles in replicate experiments (108,116,140). The method benefits from a fast turn-around time that from sample to full insight takes <6 h. Preparation of the amplicon sample is very simple; no purification is required, and the crude tri-primer PCR needs only dilution prior to capillary electrophoretic analysis. In case un-specific PCR products are present, these will be identified in the wild-type control sample and can be subtracted from the edited sample (141). The sequence of the indels detected by IDAA, however, is not provided, but for KO editing applications, the ease, accessibility, reproducibility, accuracy and low cost make IDAA a preferred method for indel profiling of edited pools and clones of cells.

Examples of indel analysis in CRISPR/Cas9 editing applications

Below, we present some examples of indel detection using Sanger sequence deconvolution and IDAA to highlight various features of the two methods. Amplicon NGS could al-
ternatively have been used in some of the examples, if it were important to also know the exact sequence of the indels.

**Genome editing in sheep zygotes**

Genome editing in zygotes is a powerful approach for improving economically important traits in livestock, as exemplified by knockout of the beta-carotene oxygenase (BCO2) gene associated with yellow fat disease in Tan sheep (143) (Figure 5A). Figure 5B shows the use of ICE to validate 2 gRNA designs used individually or combined in sheep fibroblasts, illustrating how ICE portrays the various detected indels as bars on the x-axis and their relative frequencies on the y-axis. Note that the gRNAs used individually elicited a mixture of small indels, whereas their dual application elicited a predominant deletion of 54 bp between the two gRNA target sites, but hardly any indels at the individual target sites. The sequence chromatograms of the dual gRNA-edited fibroblasts and the control sample are shown in Figure 5C and the list of detected indels in Figure 5D, as displayed by the ICE software. In the next step, the validated dual gRNAs were injected into sheep zygotes and indel analysis was performed on derived embryos. As shown in Figure 5E, ICE determined that the 54 bp deletion was the sole (i.e. biallelic) editing outcome in two embryos, whereas a third embryo also had a low-frequency 4-bp deletion, thereby revealing a low level of mosaicism in this embryo. Thus, the example illustrates the ability of ICE to profile single as well as dual gRNA editing, providing a comprehensive identification of indels of high as well as low frequencies.

**Genome editing of tetraploid Solanum tuberosum**

In many plant species, profiling and quantitation of CRISPR/Cas9-induced indels is a demanding task due to the presence of complex and high-ploidy genomes (144). This is illustrated by editing of the granule bound starch synthase gene GBSS in Solanum tuberosum (potato) (Figure 6A, B), a tetraploid organism, where GBSS furthermore is represented by three allelic variants. IDAA on wild-type protoplasts (144,145) can reveal the presence of the four alleles, as they can be distinguished by size in the GBSS gRNA target region (Figure 6C, upper panel). Editing of potato was achieved through delivery of CRISPR/Cas9 to protoplasts that were subsequently analysed by IDAA, which revealed that indels had been induced (Figure 6C, middle panel). Consequently, plants were regenerated from the pool of edited protoplasts and IDAA was used to identify individual plants with major indel mutation of all four GBSS alleles (Figure 6C, lower panel). The sequences of the major indels were determined by amplicon cloning and Sanger sequencing (Figure 6D) and functional knockout validated by starch staining on potatoes from the regenerated ex-plant (Figure 6E). Thus, the example illustrates the ability of IDAA to indent profile a complex locus, where sequence heterogeneity in the wild-type cells would preclude Sanger sequence decomposition approaches. It also illustrates the ability of IDAA to provide a comprehensive identification of indels of high as well as low frequencies.

**Generation of mouse models of liver cancer through in vivo liver editing**

Somatic genome editing in mice is a powerful approach to study functionally the large number of putative cancer genes emanating from tumor genome sequencing. As one example, candidate tumor suppressor genes can be knocked out in adult mouse liver via hydrodynamic tail vein injection of CRISPR/Cas9 to generate new models of liver cancer (Figure 7). After initial in vitro screening for gRNA designs with high indel inducing activity (Figure 8A, C), the ability of the chosen gRNA to achieve knockout in vivo must be validated at an early time point after injection, because tumor modeling are long-term (6–12 months) and costly experiments (Figure 8B). To this end, IDAA is a robust and sensitive assay to test and quantify if frame-shifting indels have been elicited (Figure 8C).

**DISCUSSION**

The new indel detection methods have not only greatly facilitated the practical procedures needed to perform a genome editing experiment; their application in a broad range of settings is currently providing essential new insight into the mechanisms underlying PN-elicited indel formation, which in turn, is greatly instrumental in further improving the genome editing technology.

The bulk of insight has been obtained studying Streptococcus pyogenes (Sp)Cas9 in mammalian cells. An early major discovery was that a given SpCas9:gRNA elicits a highly discrete and reproducible indel spectrum (‘finger print’), as revealed through profiling of hundreds of different gRNA designs by amplicon NGS (76–77,79,149–153), IDAA (93) or TIDE (120). Thus, the predominant indels and the relative frequencies elicited by a given SpCas9:gRNA are nearly identical between replicate experiments in a given cell type and often relatively similar across different cell types from the same species. The reason is that the DNA sequence flanking the cut site (73–79) and the nature of the cut (72–73,79,151) are the main determinants for which types of indels are formed. This realization is of great practical importance, since once the indel spectrum of a SpCas9:gRNA...
has been determined, its performance in subsequent experiments carried out under similar conditions can be predicted with high accuracy.

The overall spectrum of indels induced by SpCas9:gRNAs and how they may arise have been revealed by bioinformatics analysis of large indel data sets from amplicon NGS. The most common indel is a 1-bp insertion, accounting for 10–25% of all events, varying with cells/cell conditions studied (73–75,77,79). It is thought to result from the ability of SpCas9 to generate not only blunt-ended DSBs, but also staggered cuts with a one-nucleotide 5′-overhang, which is filled by DNA polymerase, followed by ligation of the DNA ends via the NHEJ pathway (73,79,154). The second most frequent indels are 1- and 2-bp deletions (together accounting for 20–25% of all events) (73,75,77). These are often caused by deletion of one copy of a repeating pair of one and two nucleotides, respectively, on either side of the cut, probably via microhomology-mediated annealing, processing and ligation of the DNA ends by the NHEJ pathway (75). Then follows a tail of increasingly larger deletions of steadily declining frequency up till ~30 bp (73,75,79). MMEJ repair based on short stretches (typically 2–3 nt) of homology accounts for a majority of the deletions >2 bp, amounting to 30–40% of all indels (73,75,77). One study estimated that >75% of all deletions can be ascribed to microhomology-mediated repair (with microhomologies down to 1 bp) via either the NHEJ or the MMEJ pathway (79). Note, the above-described indels created by NHEJ and MMEJ repair show highly reproducible frequencies in replicate experiments. By contrast, the remainder of deletions >2 bp that show no associated microhomologies can vary significantly in frequency between replicate experiments and may account for 20–30% of all events. These deletions may arise in a more stochastic manner by mechanisms that are not clear (75), possibly involving Cas9 exonuclease activity (155). Deletions, whether homology-mediated or not, are overwhelmingly unidirectional, meaning that they extend either upstream or downstream from the DSB, rather than spanning it (79). Altogether, 90–95% of all

Figure 5. Genome editing in sheep zygotes—use of ICE for screening and validation of gRNA designs and genotyping of edited embryos. (A) Work flow for BCO2 gene editing in Tan sheep, indicating the use of ICE to validate gRNA designs in fibroblasts and genotype embryos prior to generation of lambs. (B) The predominant 1-bp insertion often observed after single gRNA editing is indicated by black arrow. The major 54-bp deletion resulting from dual gRNA editing is indicated by red arrow. (C) Sequence chromatograms from the dual gRNA-edited and control fibroblasts. Note the composite sequence trace from the edited sample as opposed to the single trace from the control sample. (D) List of sequences from the dual gRNA-edited fibroblasts, as displayed by ICE. Note that ICE does not provide the full sequence of indels, which must be deduced by inspecting the boundaries. Note that the list provides indel size, frequency and sequence of the various alleles, although some nucleotide identities are not defined (indicated by ‘N’). (E) ICE indel profiles for three embryos edited with dual gRNAs. The major 54-bp deletion is indicated by red arrow and the low frequency 4-bp deletion by an asterisk.
SpCas9:gRNA elicited indels are deletions <30 bp or 1-bp insertions that arise through above-outlined mechanisms (73–75,152).

However, the indel spectrum elicited by an individual SpCas9:gRNA does not conform to the average trend described above. Instead, it is typically composed of one or up to a small hand-full of predominant indels as well as several low-frequency indels, as revealed by amplicon NGS (73,75–77,79,149,151,153), IDAA (115) or TIDE (120). Furthermore, the indel spectra elicited by individual gRNAs show great variability relative to each other, as expected, given the major role of the target site sequence in dictating indel repair (for examples of different spectra, see Figures 5, 6 and 8). A majority of SpCas9:gRNAs also elicit low-frequency (<1%), relatively large insertions of up to 85 bp, often representing copies of sequence of adjacent or distal chromosomal regions (78). Finally, long-read sequencing has recently revealed that SpCas9:gRNAs may elicit several-kb deletions and complex rearrangements at significant frequencies depending on context, as discussed above (89,92).

The finding that NHEJ and MMEJ pathways both contribute substantially to indel mutagenesis induced by the typical SpCas9:gRNA (73–76) has important practical implications: specifically, factors that affect the relative activities of these two pathways, such as cell cycle status (83) or mutation of genes in the pathways or in genes affecting the pathways, as may occur in cancer cells (76), will impact indel outcomes in the cells being edited. Such factors help account for the differences in indel profiles often observed for a given SpCas9:gRNA across cell types (see Figure 8 for an
example). As another practical implication, chemical inhibition or knockdown of either NHEJ or MMEJ pathway components can be used as a means to bias indel mutagenesis towards desired outcomes (73,76,151,156). In addition to above factors, the chromatin state has been found to modestly influence SpCas9:gRNA indel spectra by mechanisms that are not clear (77).

The indel detection methods have also provided important knowledge on the dynamics of PN-elicited indel formation. Strikingly, repair rates at SpCas9:gRNA cuts appear to be slow (many hours-one day) compared to the faster repair of naturally occurring DSBs and repair rates vary greatly between target sites, as demonstrated by amplicon NGS and mathematical modelling (156). The slow repair may be a consequence of the binding of SpCas9:gRNA to DNA ends after cutting (156,157), although studies using single-particle tracking analysis have suggested that the SpCas9:gRNA-target site interaction is very transient (158). As another key insight, NHEJ repair is predominant in the early phase after DSB induction, whereas MMEJ
repair contributes mainly after 1–3 days (73,76,156). This has the important practical implication that indel characterization should be performed ~72 h after DSB induction in order to determine the full spectrum of indel mutagenesis, as for instance, when characterizing a new gRNA design. In addition to the intrinsic repair kinetics, indel dynamics are also a function of PN delivery format. Thus, IDAA measurements from hours to days after delivery of SpCas9:gRNA by RNP/electroporation, plasmid liposomal transfection, transposon integration or lentiviral transduction showed great temporal differences in indel induction (159).

The non-random, reproducible and target sequence–specified nature of indel mutagenesis has motivated the development of algorithms to predict the indel spectrum elicited by a given SpCas9:gRNA, based on the large indel data sets derived from amplicon NGS. These studies have, for example, revealed specific nucleotides around the cut site that strongly promote the common 1-bp insertion, possibly by promoting SpCas9:gRNA to make the 1-nt 5′-overhang staggered cut that can be filled-in and ligated to produce a 1-bp insertion (73–75,78–79). Data generated from analysis of >800 gRNA designs using IDAA have confirmed the motif (Figure 9). Other rules that promote specific 1-bp and 2-bp deletions as well as microhomology-mediated deletions have also been delineated (73–75,78–79). The studies have resulted in web tools to assist the design of gRNAs for SpCas9, which include: Lindel (https://lindel.gs.washington.edu) (79), inDelphi (https://indelphi.giffordlab.mit.edu) (74), FORECasT (https://partsdb.sanger.ac.uk/FORECasT) (75) and SPROUT (https://zou-group.github.io/SPROUT) (78). While these CRISPR/Cas9 prediction tools are all based on indel data from thousands of gRNA designs, they used very different modeling approaches, experimental designs and cell systems to build the algorithms. In brief, the Lindel model is based on 4790 gRNA designs...
and SpCas9 stably expressed in human embryonic kidney (HEK) 293T cells. inDelphi is based mainly on 1872 gRNA designs and SpCas9 stably expressed in mouse embryonic stem cells (mESCs) and human osteosarcoma U2OS cells. FORECasT is based on 5000 gRNA designs and SpCas9 stably expressed in human leukemic K562 cells. These three models were based on exogenously integrated target sites for the gRNAs. By contrast, SPROUT is based on endogenous target sites for 1656 gRNA designs delivered as RNP to human primary T cells. Not surprisingly, the predictions of the various models showed significant differences, when compared side-by-side (78,79). However, these tools do present significant advances on certain aspects, in particular with respect to predicting gRNAs with increased probability of eliciting a frameshifting indel spectrum and 1-bp insertions (78,79) and can therefore reduce the number of gRNA designs that need to be tested in pursuit of an efficient KO tool.

The factors that affect the cutting efficiency of SpCas9:gRNAs are much less clear, since direct measurements have not been performed at scale. Many large-scale gRNA screens have shown that overall GC content and specific nucleotides in or close to the target site as well as chromatin state influence gRNA efficiency (160,161). These studies have produced web tools for design of efficient gRNAs, such as The CRISPR Guide RNA design tool (https://www.benchling.com/crispr/) (161) or CRISPOR (http://crispor.tefor.net/) (162). However, the screens underlying these studies nearly all used gene KO as readout, which is a combined measure for cutting efficiency and frameshift indel repair. A few screens have linked gRNA design to indel mutagenesis, as assessed by amplicon NGS. One such study found that G at position 20 in the target site (next to the PAM) and DNA accessibility, as in open chromatin of actively transcribed genes, are factors that promote gRNA efficiency (152). The latter agrees with studies showing that active gRNAs cluster to regions of low nucleosome occupancy and that nucleosomes directly impede SpCas9:gRNA binding and cleavage of DNA (81,163). Another study showed that SpCas9:gRNAs that elicit one/few predominant indels are on average twice as active as those eliciting multiple indels (77). Despite the progress, up to 20–30% of designs in large-scale SpCas9:gRNA studies were found to be inactive or have very low activity, as determined by IDAA (93) or amplicon NGS (78), even though all were based on prediction algorithms. In another large scale study, many gRNAs with high predicted activity scores were found to be inactive (77).

Several of the principles outlined above for SpCas9 are general for PNs and some of the concepts were, in fact, discovered through early studies on meganucleases, although the small number of analysed target sites limited the depth of the investigations (reviewed in (164)). However, there are important variations on the common theme. For instance, while ZFNs and TALENs obey the common rules of highly reproducible indel fingerprints (140,153), deletions as preferred editing outcomes (84,140,153) and substantial contributions of homology-based repair (153), these PNs elicit indel spectra that are overall distinct relative to each other and to SpCas9 and, for TALENs in particular, are typically more complex than those elicited by SpCas9 (84,140,153). The different nature of DSBs generated by the various classes of PNs is one major determinant for the distinct
indel spectra. For instance, ZFNs and *Francisella novicida* Cas12a (Cpf1) generate staggered cuts with 4-nucleotide 5' overhangs. These were shown to be duplicated to produce predominant 4-bp insertions, probably via the fill-in and ligation mechanism described above for the predominant 1-bp insertion of SpCas9 (Taheri-Ghahfarokhi et al., 2018). As another example, SpCas9 nickase pairs are typically designed to generate staggered cuts with large overhangs (40–70 nucleotides), as a result of 2 independent SpCas9 nickase induced nicks on opposing DNA strands. These generate very complex spectra with numerous, large indels up to 200 bp in size, varying with distance between the individual nickase cut sites and the polarity of the overhangs (5' or 3') (72). Editing using dual SpCas9:gRNAs may elicit perfect excision of the sequence between the cuts or imperfect excision with additional insertions and/or deletions at either cut (151,156).

In summary, significant progress has been made in understanding the mechanism of indel formation induced by SpCas9:gRNA. Yet, in the majority of editing applications, we still cannot accurately predict the complete spectrum of indels elicited by a particular gRNA or its absolute activity. This may not be surprising, since the prediction algorithms are most accurate, when the new SpCas9:gRNAs are used under conditions similar to those used for developing the tool, which is rarely the case. When a gRNA is used under other conditions, factors like cell cycle/p53 status, repair pathway status, chromatin status, stochastic microhomology-less deletions, delivery method (transient versus stable) and gRNA secondary structure formation will introduce various degrees of unpredictability regarding the editing outcome. Furthermore, when using modified versions of SpCas9, somewhat different indel spectra and efficiencies may result (73). Finally, the other classes of PNs are largely unexplored with respect to editing forecasting and SpCas9 nickase pairs and TALENs produce indel spectra so complex that with current knowledge, it is hard to see how they would become predictable.

For these reasons, experimental characterization of indel spectra and efficiencies remains an essential task in any genome editing application. It is therefore fortunate that a plethora of indel detection methods have now been developed. The various methods are very diverse in terms of accuracy, ease, cost, throughput, instrument requirement and information output. Naturally, it is still possible to further optimize some of the methods, in particular amplicon NGS, where simpler workflows and lower costs would be welcomed. Nevertheless, collectively the methods cover nearly all of the requirements of the genome editing field: for any given genome editing experiment, it is now possible to find one or several methods that will suit the particular need for proper indel detection and characterization.
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